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Simulating Hydraulic Fracturing: Failure in Soft Versus Hard Rocks

JANIS ALEKSANS,1,2,3 DANIEL KOEHN,1,4 R. TOUSSAINT,5,6 and G. DANIEL
7

Abstract—In this contribution we discuss the dynamic devel-

opment of hydraulic fractures, their evolution and the resulting

seismicity during fluid injection in a coupled numerical model. The

model describes coupling between a solid that can fracture

dynamically and a compressible fluid that can push back at the rock

and open fractures. With a series of numerical simulations we show

how the fracture pattern and seismicity change depending on

changes in depth, injection rate, Young’s Modulus and breaking

strength. Our simulations indicate that the Young’s Modulus has

the largest influence on the fracture dynamics and the related

seismicity. Simulations of rocks with a Young’s modulus smaller

than 10 GPa show dominant mode I failure and a growth of frac-

ture aperture with a decrease in Young’s modulus. Simulations of

rocks with a Young’s modulus higher than 10 GPa show fractures

with a constant aperture and fracture growth that is mainly gov-

erned by a growth in crack length and an increasing amount of

mode II failure. These results are very important for the prediction

of fracture dynamics and seismicity during fluid injection, espe-

cially since we see a transition from one failure regime to another

at around 10 GPa, a Young’s modulus that lies in the middle of

possible values for natural shale rocks.

Keywords: Hydrofracturing, numerical modelling, Young’s

modulus, microseismicity.

1. Introduction

Hydraulic fracturing is the process of creating

cracks within a rock volume by increasing the fluid

pressure until the rock fractures (Hubbert and Rubey

1959; Nordgren 1972; Valko and Economides 1995).

It plays an important role in the geophysical,

geomechanical and structural mechanics of the

Earth’s crust in a wide variety of geological settings

(Fyfe 2012) and has a growing interest in geotech-

nical and industrial applications (Baria et al. 1999;

Urbancic et al. 1999; Warpinski et al. 1999). A

hydrofracture develops if the fluid overpressure

exceeds the sum of the least compressive stress and

the tensile strength of the rock (Cobbold and Rodri-

gues 2007). During industrial hydrofracturing large

quantities of fluid are pumped into a finite pore vol-

ume generating an overpressure and an outward push,

which will lead to brittle failure and the development

of fractures (Pearson 1981; Zoback and Harjes 1997;

Niebling et al. 2012).

Fractures typically grow once the critical stress

intensity factor is reached for materials (Inglis 1913;

Griffith 1921; Irwin 1953). The stress intensity factor

can be viewed as the prefactor of the stress singu-

larity around a crack tip in an elastic rock, which is

dependent on the crack length and its opening width

or aperture (Anderson 2005). At this point the rock

properties such as the Young’s modulus and Poisson

ratio become important because they will influence

the elastic response of the rock to the stress around

the crack (Ohta et al. 1992; Tandaiya et al. 2008).

Especially the Young’s modulus is very variable

depending on the rock type. It can vary from around

6 GPa for clay minerals (Prasad et al. 2002), to up to

8 GPa–50 GPa for shale (Sayers 2013) and up to

70 GPa for limestones (Sachpazis 1990). The

Young’s modulus is the main component, which
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defines the compressibility of the material and thus

has a major role in controlling the shape of the

fracture. If the rock is very soft the crack will become

elliptical with a large aperture, whereas it remains

thin when the rock is hard.

Fracturing usually occurs in extensional or shear

mode depending on the setting and balance between

the differential stress s = r1- r3 as well as the least

compressive stress in a rock if it becomes tensile

(Cobbold and Rodrigues 2007). In most cases in the

Earth’s crust, a triaxial stress distribution due to the

gravitational loading prompts shear opening and for

tensile fractures to develop an additional stress is

required. This stress is thought to come from fluid

overpressure that builds up in the pore space and pre-

existing fractures in the rock (Sachau et al. 2015), or

is increased during hydraulic pumping.

Stresses that build up in a fluid saturated rock

must be divided into stresses that act on the solid and

fluid and those that act only on the solid (Von

Terzaghi 1925). Stresses acting only on the solid are

termed effective stress r
0
ij

� �
and can be described by

Terzhagi’s law:

r
0

ij ¼ rij � Pf dij; ð1Þ

where rij is the stress tensor, Pf is fluid pressure and

dij is Kronecker delta with positive sign conversion.

The most common way to illustrate the 2D stress

state within a rock is by using a Mohr diagram

plotting shear against normal effective stress, with r1

and r3 at the right hand side of the diagram in the

compressive state. Pf reduces the value of the

effective stress and pushes the Mohr circle towards

the left hand side. Once the circle transects the Mohr–

Coloumb failure envelope in the tensile regime, the

rock will fail (Fig. 1).

However, this representation is an oversimplifi-

cation and Cobbold and Rodrigues (2007) and Ghani

et al. (2015) have shown with experiments and sim-

ulations that an increase in fluid overpressure in a

simple sedimentary basin will lead to a local decrease

of the differential stress of the effective stress tensor

due to seepage forces. In this case the fluid over-

pressure has an anisotropic effect on the effective

stresses. The Mohr circle for the effective stress state

as such is still moving towards the left hand side into

the regime of tensile failure, however the circle is

shrinking at the same time.

Hydrofracturing is a complex interaction process

and consists of at least a two way feedback between

the fluid and the solid. Typically rocks are porous and

thus the fluid overpressure can diffuse into the rock.

According to Biot’s poroelastic theory (Detournay

and Cheng 1993) this pressure diffusion influences

the effective stress, since the fluid overpressure is

reduced. Ghani et al. (2013) have shown that the

feedback between fluid and solid leads to an initial

build-up of fluid overpressure and diffusion of fluid

into the rock, an increase in pressure gradient and

final fracturing. The fractures in turn enhance the

permeability and allow the fluid overpressure to be

reduced. Existing fractures may even be pushed open

by the developing fluid pressure gradients leading to a

σn

τ

T

σn

τ

T

Pf

(b)

(a)

Figure 1
a Standard Mohr circle diagram of effective stress showing how an

increase in fluid pressure shifts the Mohr circle from its initial

compressive stress state at the right hand side to the left into the

tensile regime leading to failure; note that the differential stress

remains constant. b Mohr circle diagram of effective stress in the

model illustrating the anisotropy of stress changes when fluid

overpressure or pressure gradients are taken into account. Locally

the system will fluidize, the differential stress goes to zero or

becomes very small leading to mainly mode I failure
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more dynamic system of overpressure release

(Sachau et al. 2015). It is important to understand the

full scope of this dynamic feedback in order to

understand hydrofracture dynamics.

When studying active hydrofractures in the Earth’s

crust, microseismic activity has been used to map the

fracture’s height, extent, orientation as well as mag-

nitude of the fracturing event in order to monitor

fractures during geothermal energy extraction (Baria

et al. 1999), reservoir stimulation (Urbancic et al.

1999), and waste reinjection (Warpinski et al. 1999).

Laboratory experiments of acoustic emission obser-

vation during hydrofracturing (Scott Jr et al. 2000;

Groenenboom and van Dam 2000) as well as mod-

elling of such emissions (Guest and Settari 2010;

Murphy et al. 2013; Rutqvist et al. 2013) can also be

used to better understand the fracturing process and its

aspects such as direction of fracture propagation and

fluid injection induced static stress perturbation.

Inversion of seismic data allows to determine the

moment tensor during hydrofracturing and thus the

movement of the fracture walls relative to each other

(Hazzard and Young, 2002; Guest and Settari 2010;

Vavryčuk 2011). It is of vital importance to understand

how different rock types break during hydrofracturing,

what seismic signals are emitted during this process

and in turn how microseismicity can be used to mon-

itor fluid movement and hydrofracturing.

In order to understand the solid–fluid feedback

and associated seismic signals during hydrofracturing

in a variety of rock types we are using a numerical

model (Ghani et al. 2013, 2015) to analyse seismic

aspects associated with fracture opening, mode of

fracturing as well as magnitude of fracture events

under variable extrinsic (overburden load, fluid flux)

as well as intrinsic (Young’s Modulus, breaking

strength) parameters. A more detailed account of the

initial model design can be gained from Ghani et al.

(2013, 2015). In this work we equipped the given

model with a code module designed to track indi-

vidual particles and thus analyse dynamics of the

fracture opening and associated seismicity.

2. Methodology

In order to numerically simulate the development

of hydrofractures we employ a discrete element

model (Latte), which is built upon a 2D triangular

setup coupled with a square grid representing the

fluid (Fig. 2) and is part of the ‘‘Elle’’ package (Bons

et al. 2007).

Fluid pressure node of the 

Disk shaped particle lattice is Elastic springs conect-
ing solid state particlestent function of solid particle’s 

distance to four closest grid nodes

Figure 2
Schematic illustration of the DEM (discrete element model) grid overlying the fluid pressure nodes. The DEM grid is triangular whereas the

fluid grid is square and larger than the DEM. Both grids are mapped onto each other using tent functions to minimize grid effects. The fluid

grid is stationary whereas the DEM grid can move
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www.manaraa.com

In the model the triangular network is constructed

of disk-shaped particles of constant radius intercon-

nected by springs (discrete element model or DEM).

Such model configuration in 2D mimics the isotropic

elastic behavior of solid materials and can be used to

model deformation problems in systems described by

linear elastic theory (Flekkøy et al. 2002). The

intrinsic stiffness coefficient k is governed by the

macro-scale parameters E and v (Young’s modulus

and Poisson ratio) through the consistency measures

of strain energy between the 2D elastic lattice of the

triangular network and solid continua (Flekkøy et al.

2002):

k ¼
p
3

2
El; ð2Þ

where l stands for the thickness of the two-dimen-

sional model. The model runs as a step function and

therefore plain strain deformation is produced for

each time step Dt. At the end of every time step all

springs are checked and if the predetermined stress

threshold for a spring is reached, it breaks releasing

elastic energy, the spring is removed from the lattice

and a fracture forms. The elastic energy contained in

the removed spring is further redistributed among the

neighboring springs via the relaxation algorithm. The

breakage occurs once either the critical tensile normal

stress r0 or the critical shear stress s0 is reached. In

order to include combinations of tensile and shear

failure it is assumed that the critical strain value Ec is

seen as a sum of tensile (Ut) and shear (Uc) energies

(Sachau and Koehn 2014). There are separate critical

values for both tensile (Ec, r) and shear (Ec, s) cri-
terions and their relationship can be expressed as

(Fig. 3):

Us

Ec
þ Ut

Ec
¼ rn

r0

� �2

þ s
s0

� �2

¼ 1; ð3Þ

which describes an ellipse in rn–s space (Sun and Jin

2012). Therefore, the failure can occur as a combi-

nation of both shear and tensile factors, or if one of

the two components is absent, it will be equivalent to

pure tensile or pure shear failure.

The 2D DEM lattice is overlain by a square grid

of fluid pressure nodes. The fluid pressure diffusion is

derived from mass conservation of the fluid and solid

using Darcy’s law to express the seepage velocity

through the porous medium (Ghani et al. 2013, 2015):

/b otP þ usr � Pð Þ ¼ r � 1þ bPð ÞK

l
rP

� �

� 1þ bPð Þr � us; ð4Þ

where u is the porosity, b is the fluid compressibility,

P is the fluid pressure deviation from hydrostatic, and

us is the solid velocity field. K and l stand for per-

meability and fluid viscosity respectively. The left

hand side of the equation is the Lagrangian derivative

of pore pressure following the solid matrix, the first

term on the right expresses the Darcy fluid pressure

diffusion relative to the particles, the last term is a

source term. The source term expresses pressure

change as a function of a change in the solid if par-

ticles move apart in the local reference of the Darcy

flow (Ghani et al. 2013). The Kozeny-Carman rela-

tion is used to express K as a function of local

porosity u:

K qð Þ ¼ d2 /ð Þ3

180 1� /ð Þ2
; ð5Þ

where d is the particle diameter and 1/180 is an

empirical constant for packing of spheres (Carman

1937; Ghani et al. 2013, 2015).

Deformation mechanics are driven by the

momentum exchange between the two phases, solid

UsUt

Utot

Fault

U’tot

U’t

U’s

The broken spring 
is removed

The old particle 
position

The new particle 
position

Figure 3
Calculation of the Moment Tensor after failure takes place (spring

between particles breaks). The figure shows the decomposition of

total particle displacement (Utot) into shear (Us) and tensile

components (Ut), which are respectively parallel and perpendicular

to the imagined failure surface. The failure surface lies perpendic-

ularly to the broken elastic spring. Lastly, as we have both pure

tensile and pure shear movements, we introduce the concept of

movement mode ratio which is defined as Us/Ut. In this case ratios

smaller than 1 are dominated by extensional fracturing whereas

ratios larger than 1 become shear fracture dominated

2774 J. Aleksans et al. Pure Appl. Geophys.
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and fluid. The total force applied on the particles is

compiled from three main constituents:

Fi
n ¼ fe þ fp þ fg; ð6Þ

where fe is the interaction force between the particles

(either due to a connection with the spring or repul-

sive), fluid pressure force fp and external force fg

applied due to the gravity and large scale tectonic

strain on the external boundaries. In this instance fe is

expressed as a function of the spring elasticity con-

stant k and an equilibrium distance between particles

a, which equals the sum of the initial radii of the two

connected particles:

fe ¼
X

j

kij a~ij

�� ��� x~i � x~j

�� ��	 

� n̂ij; ð7Þ

where xi and xj are the positions of the connected

particles, kij is the elastic (spring) constant of their

contact, n̂ij is unit vector pointing from the centroid of

particle i to particle j and the sum runs over all the

connected neighbours j. Once the change in relative

particle positions occurs, the resulting force can be

decomposed into tensile and shear components. Fur-

ther details on this methodology can be found in work

by Sachau & Koehn (2014).

The fluid force fp that acts on the surface normal

dA of the unit cell is a function of the fluid flow due to

the pressure gradient and is described as:

fp ¼ �
Z

P0n̂dA; ð8Þ

where P0= P ? qf gz is the local total fluid pressure,

z depth, qf density of the fluid and g gravity constant.

It is the sum of a term due to viscous forces arising in

the case of fluid flow through the solid, �rPn̂dA, and

a buoyancy term, �rqfgzn̂dA.

Lastly the gravity force that is acting on every

particle is calculated according to:

f g
i ¼ qspR2

i gC; ð9Þ

where qs denotes the solid mass density, R2
i ¼ r2i S,

where S is the dimension of the real system (1000 m),

g is the gravitational acceleration vector and C = 2/3

is a scale factor (after Ghani et al. 2015) used to

acquire a compatible one dimensional lithostatic

stress that can be applied to an isotropic 2D linear

elastic solid.

The buoyancy term itself can be written according

to Ostrogradsky’s theorem as �
R
qfgzn̂dA ¼

�qfpR2
i gC (Mory 2013), so that the total effect of

gravity, the direct one plus the buoyancy effect, is

qs � qf

	 

pR2

i gC, which incorporates the effects that

gravity has on both solid and fluid: this drives the

effective stress field r’ = (qs- qf)gz in the system in

a hydrostatic situation (Niebling et al. 2010a).

The solid porosity that is used for the fluid pres-

sure evolution in the fluid lattice is described by the

solid mass fraction of solid particles within a fluid

cell and changes due to compression, solid movement

or fracturing. The solid movement itself between two

deformation steps affects the source term in Eq. 4.

Finally, the model is set up in a way that the fluid

continuum grid overlies the DEM so that their

boundaries coincide. Since the fluid grid is set to be

twice as large as the DEM matrix, the model uses the

‘‘cloud in the cell’’ method to facilitate the two-way

interaction between the porous matrix and the

hydrodynamic phase (Ghani et al. 2013; Johnsen

et al. 2006; Vinningland et al. 2007, 2012). The

interaction between the porous solid and hydrody-

namic phases is accomplished through the projection

operator from the discrete space to the fluid grid

space by the help of the smoothing function s(ri -

r0), which distributes the weight of the particle over

the four nearest fluid grid nodes:

s r� r0ð Þ¼ 1� w1

Dx

	 

1� w2

Dz

� �
if w1\Dx;w2\Dz

0 otherwise

(
;

ð10Þ

where r(x, z) and ro(xo, zo) are the positions of the

particle and the continuum node respectively,

w1= |x - xo| and w2= |z - zo| are the relative

distances.

Once a fracture occurs, it is possible to calculate

the seismic moment of the event. To do this we

assume that the fracture plane lies perpendicular to

the midpoint of the spring connecting the two frac-

turing particles. The total amount of movement can

be calculated and then subdivided into ut and us

which represent pure tensile and pure shear move-

ment respectively. For simplicity we assume that the

fracture area is equal to the sum of radii of particles

broken across the plane times l, the thickness of the

Vol. 177, (2020) Simulating Hydraulic Fracturing: Failure in Soft Versus Hard Rocks 2775
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two-dimensional model. These values allow us to

calculate the seismic moment (M0) according to:

M0 ¼ A � l � u; ð11Þ

where A represents the area of the fracture, l is a

shear modulus and u the total movement (Aki and

Richards 2002). Further we can convert this value to

fit the moment magnitude Mw (Hanks and Kanamori

1979) scale using the equation:

Mw ¼ 2

3
log10 M0=1Jð Þ � 10:7: ð12Þ

The numerical models have been extensively used

in the literature and have been shown to reproduce

experimental and analytical solutions for fracturing

(Niebling et al. 2012), roughness growth (Koehn

et al. 2003, 2012) and solid fluid interactions in

granular (Niebling et al. 2010a, b) and solid media

(Flekkøy et al. 2002; Ghani et al. 2013, 2015) as well

as in landslides (Parez et al. 2016) or soil liquefaction

(Clément et al. 2018; Zeev et al. 2017).

Since time steps in the model are discrete they had

to be calibrated in order to avoid overstepping the

breaking threshold by unreasonably large amounts,

which would lead to the model stepping controlling

the behavior. The time step was decreased until

changes in stress and magnitudes as well as fracturing

behavior became independent of the model step size.

Therefore, we assume that at these small time steps

the model behaves quasi-continuously.

3. Results

3.1. Parameters of Interest

The model has the following parameters: it is

assumed to simulate a system that is 1 km2 in area

represented by 400 9 400 particles. The sides and the

bottom of the model box are represented by fixed walls

that are frictionless. The upper boundary is open, and

force is applied controlled as a function of gravity of

the overlying rock units. Fluid is injected in one fluid

cell at the centre of the lower part of themodel (Fig. 4).

Time steps in the model are 30 s each and the models

typically run 10’000 time steps. The fluid has a density

of 1000 kg/m3 and a viscosity of 8.90 9 10-4 Pa s,

which are the properties of water at temperature of

25 �C. Variables that were changed include depth

(overload varying from 1 to 3 km with a density of

overlying sediments of 2.5 9 103 kg/m3), initial

porosity, fluid injection rates, Young’s modulus and

brittleness (breaking strength and its distribution) of

the rock. The aim was to study how these changes

affect the tensile/shear movement ratio distribution,

the magnitude and the fracture pattern. A setting with

3 km depth, 0.33 Poisson’s ratio, 6 GPa Young’s

modulus, * 1%porosity, 34 MPa tensile strength and

80000 Pa/30 s injection rate was our default setting.

This setting was chosen because the mechanical

properties of the rock are close to those of a typical

shale, yet the increased depth guaranteed an increased

principal stress and thus a larger amount of fracturing,

which provides more data. Variations of these settings

were performed in order to study the effects of the

different variables on the hydrofracturing (Table 1).

3.2. Hydrofracture Evolution in Single Events

The model follows a similar behaviour and

fracturing pattern in all presented cases that show

fg

Fluid injection 
point

F
i
x
e
d 

w
a
l
l

F
i
x
e
d 

w
a
l
l

Fixed Wall

Pressure is applied 
corresponding to the 
overburden depth

Figure 4
The setup of the numerical model is 2D, bounded by fixed walls on

the right and left hand sides and the bottom while a stress

corresponding to the weight of the overburden is applied from the

top. Fluid is injected at the centre of the lower part of the model
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hydrofracturing. In cases where the injection rate is

too low or the porosity too high the fluid just seeps

away and no fractures develop. Hydrofracturing

typically takes place in four distinct stages: (1) build

up of stress, (2) fracturing, (3) residual fracturing, (4)

seeping (Fig. 5). In the first stage the fluid is injected

at the centre of the model in several intervals. The

fluid pressure diffuses into the pore space slower than

the injection rate so that sufficient fluid pressure

gradients build up that lead to fracturing. Stage two

resembles the active hydro-fracturing where most of

the seismic events can be observed. This stage

typically lasts for about 2500–3000 model steps.

During the third stage residual fracturing takes place.

In this stage the overall porosity and permeability of

the system have increased enough due to fracturing

and fracture opening for the fluid to seep away. At

this point it takes quite long to build up enough

pressure to overcome the tensile breaking strength of

the rock so that only minor fracturing events take

place. In the fourth and final stage the system reaches

a steady state where porosity and permeability have

increased enough for the fluid to seep away and no

additional fractures develop.

Looking at the vertical component of the fluid

pressure gradients averaged over the entire system,

one can observe (Fig. 5b) that in the default case the

fluid pressure gradient changes coincide with frac-

turing. In this case once fracturing occurs the overall

porosity increases and seepage intensifies, thus

decreasing the gradient. In the two other cases shown

in Fig. 5 the gradient is lower from the beginning of

the experiment on as the model was run with (a) a

lower injection rate in the experiment and (b) a

shallower depth, where there is lower compaction,

which allows for greater porosity and thus greater

seepage. In the latter two cases the gradient is more

susceptible to change as its slope decreases just as the

fracturing is initiated. All three cases shown in

Fig. 5b illustrate a decrease in fluid pressure gradient

growth from the initial gradient produced by the

injection rate to the final gradient in the system once

steady state is reached, the rock has fractured and the

fluid is seeping.

Figure 6a shows the moment Magnitude of frac-

turing events in a simulation versus the mode of

fracturing ratio (shear divided by tensile). Most of the

fracturing events in the simulations were mode I

dominated (mode of fracturing ratio\ 1) with the

mode II fracture proportion increasing with the

magnitude of the event (Fig. 6a). However, this trend

is not linear and it can be seen that there are some

mixed mode I - mode II events that have a very low

magnitude. Figure 6 further illustrates the bulk of the

events record on the negative side of the magnitude

scale. The few events that do record on the positive

side do not overstep a magnitude of 0.5 and thus are

very low. Figure 6b illustrates the evolution of

moment magnitude values as a function of time for

a model run. Fracturing events with higher magni-

tudes occur early at stages of most active fracturing

and magnitudes decrease towards the later stages of

the fracture development.

3.3. Aseismic Component

The given model is limited in the possibility to

observe aseismic events due to logging only the

Table 1

The default setting for the hydrofracturing experiments was set to 3 km depth, 0.3 Poisson’s ratio, 6 GPa Young’s modulus, * 1% porosity,

34 MPa tensile strength and 8000 Pa/30 s injection

Depth

(m)

Young’s Moduli (GPa) Poisson’s

Ratio

Porosity Injection

rate

Tensile Strength

(MPa)

No. of simulations

counducted

Default 3000 6 0.33 * 1% 80000 Pa/

30 s

34 10 9 10,000 time steps

(each setting)Young’s Modulus 4.5; 6; 7; 8; 9; 10; 12.5; 15;

20; 30; 40Lower injection

rate

50000 Pa/

30 s

Shallower depth 1000 80000 Pa/

30 sVariable tensile

strength

3000 27.2; 34; 44.2;

54.4

During the experiments the Young’s modulus was varied in addition to the depth, injection rate and tensile strength of the rock

Vol. 177, (2020) Simulating Hydraulic Fracturing: Failure in Soft Versus Hard Rocks 2777



www.manaraa.com

position of the particles at the end of each time step.

Therefore, the dynamics of the particle movement

during the relaxation phase of the lattice are not

observed or recorded. There is however significant

potential for aseismic activity. To illustrate this we

recorded the average amount of movement of parti-

cles located along the fracture walls during the time

steps when no active fracturing takes place (Fig. 7).

Figure 7 shows results from the default model setup

but identical trends are observable in all control

parameter configurations. The amount of movement

is an order of magnitude lower than that during time

steps when bond breakage occurs, however it follows

the same pattern where there is greater increase in

values in the initial stages of fracturing and subse-

quent decline in the later stages. This would be

indicative of the hypothesis that large amounts of

energy are being released aseismically alongside the

energy released during active fracturing and may not

be directly observed.

3.4. Variation of Parameters

Each of the following results is represented by

stacked data points obtained from up to ten consec-

utive runs of the model with the same parameters.

This is done in order to better illustrate the outcome

and to minimize the uncertainties of the results. The

1000 4000 7500 100002500

Time steps

Fractured area 
(m )

Lower injection 
pressure
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Figure 5
a The model shows four stages of fracture evolution: (1) build up of stress, (2) fracturing, (3) residual fracturing, ((4) seeping. Timing and

intensity of the fracturing depends upon the parameters, for the default setting time step intervals for these stages are (1) 0–1000, (2)

1000–4000, (3) 4000–7500, (4)[ 7500. Changing the parameters of the model moderates the timing and intensity of the fracturing, however

the overall pattern is preserved in all cases. b Figure shows changes in the vertical fluid pressure gradient averaged over the entire system. The

model starting parameter is hydrostatic pressure. 10 kPa value is calculated as a difference between top and bottom boundary of the simulation

box, which is 3 and 4 km. In the default setting the fluid pressure gradient is less susceptible to changes due to a low initial porosity and

relatively high fluid injection rate. Once the injection rate is lowered or seepage is increased via increase in porosity, it becomes more sensitive

to further overall porosity increase through fracturing
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following results are shown using the logistic distri-

bution which is similar to the normal distribution

with a more convenient choice of parameters where

mode and mean is described by the same parameter.

The logistic distribution is also more efficient in

dealing with datasets that have greater spread of

Figure 6
a Figure shows the moment magnitude of the fracturing events in a model versus the mode of fracturing in a default setup. All results produce

an observable trend of an initial moment magnitude increase as fracturing becomes more shear-like followed by a decrease of magnitude and

increase of shear component. This shows that there is no simple linear relationship between the amount of shear in the fracture and the

moment magnitude of the event. b Figure illustrates the evolution of moment magnitude values as a function of time for a model run in a

default setup. The greatest moment magnitude values can be observed during the phase of the most active fracturing (time-step 1000–4000)

and tend to decrease towards the later phases of the model evolution
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values. Histrograms in Fig. 8 show the percentage of

the total data points falling into every binning

interval. Logistic probability density curve (PDF) is

then calculated for the given result distribution.

Complete data in Fig. 9 is represented using only

logistic PDFs in order to avoid clutter. In the first set

of experiments the Young’s modulus (E) was varied

from 4.5 GPa to 6, 7, 8, 9, 10, 12.5, 15, 20, 30 and

40 GPa. In order to illustrate the model behavior we

studied 4 parameters, the moment magnitude release

during model runs (Fig. 9a), the distribution of

fracture wall displacement or aperture (Fig. 9b), the

distribution of the amount of broken bonds for single

fracture events (Fig. 9c) and the distribution of

movement mode ratios in model runs (mode I versus

mode II, Fig. 9d). The plots on the right hand side of

the figure show the evolution distributions’ modes/

means when changing Young’s modulus from soft

rock setting through to hard rock setting.

The moment magnitude (Fig. 9a) changes in a

complicated, non-linear manner as a function of

changes in the Young’s Modulus. From 4.5 to

10 GPa the moment magnitude decreases followed

by an increase towards higher Young’s modulus

values. The average displacement of the fractures

shows clearly that the displacement median/mode is

becoming smaller with an increase of the Young’s

Modulus until 12.5 GPa from where it stays constant

(Fig. 9b). The overall distribution becomes smaller

with increasing Young’s modulus leading to a

constant displacement at high values. The fracture

area shows a minor initial decrease from 4.5 to
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Figure 7
Average displacement of particles during the time steps when

active fracturing (seismic) takes place versus average displacement

of all the particles across the fracture walls during time steps when

no active fracturing is occurring (aseismic)

Figure 8
Displacement data for experiments with E = 4.5 GPa (left) and E = 30.0 GPa is binned according to the percentage of the total data falling

within each of the intervals. Logistic distribution probability density functions are then calculated for data point distributions

cFigure 9
Logistic distribution curves on the left hand side and means on the

right hand side as a function of changes in Young’s Modulus for

the simulations after 10,000 time steps. Soft, intermediate and hard

rocks are indicated. a Moment magnitude variation shows a

decrease from soft to intermediate rock followed by an increase

towards the hardest rocks. b Displacement or aperture of fracture

shows a clear trend from a uniform very thin crack for hard rocks

followed by a non-linear increase of the displacement or aperture

towards soft rocks. c The area of the fracture or amount of broken

bonds shows a relatively stable value for soft to intermediate rocks

and then an increase in area towards hard rocks. d The movement

mode ratio or the amount of extensional versus shear fracture

shows an increase in shear fracturing towards harder rock whereas

intermediate and soft rocks show dominant extensional fracturing
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10 GPa and then an increase in area (Fig. 9c). The

increase in fracture area is most pronounced from 20

to 30 and 40 GPa. Simulations with the highest elastic

constants seem to have events where a larger amount

of bonds break accounting for longer fractures and

thus a larger fracture area. A change of the Young’s

modulus has a strong influence on the fracture mode

ratio during the simulations (Fig. 9d). At low

Young’s modulus (from 4.5 to 10 GPa) the fracture

mode is mainly extensional with a relatively narrow

distribution whereas higher Young’s moduli (12.5 to

40 GPa) show a much higher amount of shear

fractures in addition to mixed extensional/shear

failure. The transition between these two regimes is

very rapid between the values of 10 and 12.5 GPa

followed by unchanging behaviour at greater values.

The mean value of the logistic distribution is almost

constant, around 1–3 (0.3–0.5) ratio of shear versus

tensile movement, for the lower Young’s moduli, and

becomes constant again, around 1–1 (1.0) ratio, once

the fracture mode changes at higher Young’s moduli.

In summary an increase in Young’s modulus has a

strong influence on the mode of fracturing changing

from extensional mode dominated at Young’s moduli

below 10 GPa to mixed mode with a higher amount

of shear fractures at higher values. The behaviour of

the moment magnitude as a function of Young’s

modulus is complex. Fracture wall displacement or

aperture of the fractures decreases with an increase of

Young’s modulus and becomes stationary at high

values ([ 20 GPa). The amount of broken bonds or

the fracture area is not changing much for small

Young’s modulus values but increases from values of

20 GPa and higher.

To see how the change in overburden pressure

would influence the fracturing process, the depth of

the simulation was changed from 3 to 1 km and the

Young’s modulus was varied between the simulations

in a similar fashion to the default case. Reducing the

overburden produced a significant decrease in frac-

turing in general, so that sometimes the results

yielded as much as ten times less fractures than at

3 km. The lower overburden stress led to an

increased porosity, which also meant that the fluid

pressure gradients were lower and less fractures

developed (Fig. 5b). This resulted in a smaller

amount of data points and thus more noise in the

data. However, when analysing the fracture displace-

ment or aperture data, a very similar trend to the

3 km cases can be observed where there is a rapid

decrease of wall displacement with an increase in

Young’s modulus followed by a steady aperture with

the turning point at around 15 GPa (Fig. 10).

The other parameters (moment magnitude, mode

ratio, fracture area), when analysed, produced a high

amount of noise in the results and thus showed very

high uncertainty and no clear relation with changes in

Young’s modulus.

In a third set of simulations we changed the

Young’s modulus in simulations with a lower injec-

tion rate of 50000 Pa/30 s.

Changing the injection rate from 80,000 Pa/30 s

to 50,000 Pa/30 s did not change the behaviour of the

simulations much. Both displacement and area

change trends showed the same pattern that was

observed at higher injection rate with a change in

behaviour at 10 GPa. The moment magnitude pattern

was almost identical in both cases with differing

injection rates. The only significant change was the

movement mode pattern where the behaviour changes

at 9 GPa rather than 10 GPa.

In a final set of experiments we varied the

breaking strength of the springs and compared the

effect of breaking strength and Young’s modulus

variation on the overall amount of broken bonds in

single simulations. Figure 11 shows the number of

broken bonds as a function of Young’s modulus
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Figure 10
Logistic distribution curves showing average fracture wall dis-

placements for a series of Young’s moduli at depth of 1 km. The

behaviour is very similar to the 3 km deep reference case
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divided by breaking strength. The different colours

indicate runs with constant breaking strength but a

variation in Young’s modulus. Breaking strength and

Young’s modulus do not have the same effect on the

amount of broken bonds. An increase in Young’s

modulus shows a roughly linear increase in the

amount of broken bonds. This behaviour is irrespec-

tive of the breaking strength. A decrease in breaking

strength increases the amount of broken bonds,

however in contrast to the Young’s modulus this

trend is not linear. At a breaking strength of 44.2 and

54.4 MPa the amount of fractures is equally low,

whereas at a low breaking strength of 27.2 MPa the

amount of fracturing has increased 5 times.

4. Discussion

Our simulations indicate that a change in the

Young’s modulus has a pronounced effect on the

fracture behaviour. At a lower Young’s modulus the

fracture mode is dominated by extension, the

amounts of broken bonds is low and the fracture wall

movement or aperture is large. At higher Young’s

moduli the fracture mode becomes mixed with a

larger amount of shear fractures, the fracture aperture

becomes constant while the amount of broken bonds

and thus the fracture area increase. The fracture

behaviour changes quite abruptly at around 10 GPa.

Below 10 GPa the rock is quite soft and forms

elliptical shaped fractures which almost ‘‘inflate’’ and

do not really propagate. Above 10 GPa the rock is

tougher, thus it is much more prone to tensile

movement and stress is relieved through propagation

of fractures and thus more shear like movement.

To explain this behaviour we look at the effective

stress increase at the tip of a mode I fracture. The

effective stress at the crack tip r0, is a function of r0,
the external stress (as a function of the fluid pressure

gradient), length L of the crack and the radius of

curvature r at the crack tip (Irwin 1957):

r0 ¼ 2r0

ffiffiffiffiffi
L

2r

r
: ð13Þ

Figure 12 shows a plot of the solid effective stress

at crack tips in the simulations that was calculated

using the average opening and amount of broken

bonds for different Young’s moduli. Two distinctly

different regimes appear, a steep slope below an

elastic constant of 10 GPa–12 GPa and a shallower

slope above. A smaller elastic constant produces

larger r values (aperture) and smaller l values (frac-

ture length). It can be seen that r changes much more

than l, therefore large elastic constants have a smaller

r and a slightly larger l. This means that the ratio

below the square root in Eq. 13 is smaller for smaller

values of the elastic constant but it changes a lot with

a significant change of r towards an elastic constant

of about 10–12 GPa. Then the r value seems to sat-

urate and stay more or less constant and only the

length changes increase. This effect is overprinted by

the square root function.

Two different geometrical factors affect the

effective stress at the crack tip, the aperture and the

fracture length. Soft rocks have larger elasticity and

tend to be more easily compressed leading to wide

open fractures. The change in fracture aperture being

strongly sensitive to changes in elasticity. In this

regime, fracture length is fairly stable and in fact

slowly decreases with increasing Young’s Modulus.

At larger Young’s Moduli the change in fracture

aperture halts, whereas the change in fracture length

becomes important.

To better understand the dynamics at the fracture

tip we have reconstructed the rxx and ryy stress net

change between the initial and final time steps in a
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The figure shows the amount of bonds broken during an experiment

for a series of Young’s moduli normalized by the tensile breaking

strength of the rock. Increasing Young’s modulus and decreasing

the breaking strength both lead to more fractures
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profile line orientated vertically and horizontally

through the simulated fractured area (Figs. 13, 14).

The data line is uneven as rather than going

through a single fracture, it crosses a fracture network

and this causes fluctuations. After performing this

procedure multiple times for several cases we can

observe certain patterns emerge, which are schemat-

ically depicted in Fig. 15.

Both cases (soft and hard rock fractures) have

isotropic (explosive) behavior at the injection point

and tend to have stress changes on left and right hand

side. The rxx (horizontal) stress in both cases shows

an increase on both sides of the crack representing a

compaction zone of elevated local stress field. This

compaction zone is much more pronounced in the

soft rock. The ryy (vertical) stress behavior is dif-

ferent for soft and hard rocks. In the case of a soft

rock it tends to be slightly extensional at the bound-

ary of the fracture and then changes to compressive

further away. When looking at the hard rock, the

stress is mainly compressive with a small tensile area

at the very center and the switch from tensile to

compressive is more abrupt. At the crack tip soft and
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Figure shows the calculated crack tip stress from the crack aperture and length as a function of Young’s Modulus (E). Both crack aperture and

length values are derived as means/modes using the logistic distribution function for all the data. The plot shows two regimes, below 10 to

11 MPa Young’s Modulus the crack tip stress increases rapidly, whereas at Young’s Moduli higher than 11 MPa the crack tip stress increase

is only minor. These two regime represent two failure regimes, below the critical Young’s Modulus the fractures are soft and open whereas at

higher values the aperture is constant the crack propagates by an increase in length
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Figure shows schematic placement of the profiles used to calculate

the difference in rxx (horizontal) and ryy (vertical) stress between

the first and last time steps in the experiments. The profiles cover

fracture networks rather than single fractures and thus show

fluctuations in stress
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hard rocks behave quite differently, especially at the

top of the fractured area. Both soft and hard rock

scenarios show a bimodal behavior where both rxx

and ryy stresses change from extensional to com-

pressive closer to the end of the fractured area.

However, in the case of soft rocks, the rxx stress

becomes sharply extensional just outside the frac-

tured area, while in the case of the hard rock scenario,

no sudden change in stress is observed. This backs up

the theory that fracture development in the case of

soft rocks is mostly governed through lateral exten-

sion and increase of the fracture aperture as the stress

regimes readily allow for lateral expansion at the

crack tip. The relatively higher rxx stress values at the

sides of the fracture suggest extensive expansion in

that direction. In the case of the hard rock, the length

is the key value behind the crack growth. In the case

of the soft rock the fracture tip is already in extension

before the crack propagates and the fluid pushes

outwards to pull the solid apart for further fracturing.

This behavior is very similar to fracturing in granular

media where grains are being pushed apart (Eriksen

et al. 2017, 2018; Niebling et al. 2012) and would

represent mode I extensional failure. In contrast the

hard rock fracture tip is actually under compression.

The stress concentration in the hard rock case is very

high at the crack tip, so that almost any tensile stress

at the tip exceeds the breaking strength and leads to

fracture propagation. The effect of these different

mechanisms results in different slopes for hard rocks

in Fig. 12.

Figure 15 illustrates that in soft rocks the cracks

are shorter and have rounder shape. In this case the

fluid is potentially filling the whole crack and pushing

at the walls (creating gradients depending on seep-

age) for further fracturing. In the case of hard rocks

the upper fracture tip is quite far from the injection

point. In this case the fluid overpressure may not

reach the tip for fracturing to occur. This leads to a

low fluid pressure crack tip in the case of saturated

rocks (as modeled here), and would lead to a dry

crack tip if the solid is not water saturated.

The resolution of the model (amount of particles

in the simulation) has an influence on the amount of
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Profiles of change in rxx (horizontal) and ryy (vertical) stress throughout the experiment along the horizontal (left) and vertical (right) lines of

profile. The horizontal profile shows an increase in rxx stress on each side of the fractured area representing a compaction zone, which is much

more pronounced in the soft rock. The vertical profile shows a significant difference of rxx stress for soft versus hard rocks with hard rocks

showing only compression whereas soft rocks have a tensile region at the top of the fracture. Both vertical profiles are anisotropic reflecting

gravity
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fractures that can be produced in the model but the

crack tip stress is not directly dependent on the par-

ticle size. The stress at the crack tip is given by the

extension or shearing of springs which is only

determined by the relaxation threshold that is used to

solve the stress field, which is in the order of four

magnitudes smaller than the particle size. Figure 16

shows that the fracture network itself does not change

in geometry at different resolutions, except for the

fact that a higher resolution simulation produces a

more detailed fracture network with more branches.

5. Conclusions

In this contribution we show numerically how

hydrofracturing during fluid injection develops in 4

distinct stages: (1) build up of stress, (2) fracturing,

(3) residual fracturing, (4) seeping. The Young’s

modulus of rocks and their breaking strength change

the fracturing behavior resulting in two predominant

fracturing mechanisms. In the cases when the frac-

tured rock is soft, fracturing occurs due to a critical

tensile strength or cohesion being exceeded, change

in the stress at the crack tip as a function of the

Young’s Modulus is then governed by the change in

the fracture aperture and the fracture tip is constantly

under extension. When the rock is hard, the fracture

aperture is small and constant and the fracture length

becomes the key driver of the stress change. The

fracture tip is under compression and fracturing is

driven strongly by stress intensification at the tip,

causing fractures to propagate in more shear like

failure.

We show that the relationship between Young’s

modulus and the failure mechanism works indepen-

dently of the tensile strength of the rock as changes in

Young’s modulus for rocks with different tensile

strengths produce the same relative increase in the

amount of fracturing. The number of fractures that

develop is a non-linear function of the breaking

strength.

Changes in secondary parameters such as the

amount of overburden or fluid injection rate have an

impact on the amount of fractures that develop but

have little to no effect on the described failure

mechanisms. The transition between the failure due

to a critical tensile strength for soft rocks versus a

strong dependence on stress intensification for hard

rock lies at a Young’s modulus of about 10 GPa in

the simulations. Since Young’s moduli for natural

shales vary from 8 to 50 GPa one has to be careful to

use the right failure criterion depending on the shale

type.

Compactional regime Extensional regime

8 GPa

30 GPa

Compaction 
zone

Vertical stress Horizontal stress

Figure 15
Figure shows schematic illustration of stress in soft and hard rocks.

Arrows pointing towards the centre of fracture indicate compres-

sive stress while arrows pointing outwards—extensional
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l’Ingénieur, 42(1), 75–83.

2788 J. Aleksans et al. Pure Appl. Geophys.

https://doi.org/10.1007/s00024-012-0637-7
https://doi.org/10.1007/s00024-012-0637-7
https://doi.org/10.1029/JB084iB05p02348


www.manaraa.com

Sayers, C. M. (2013). The effect of anisotropy on the Young’s

moduli and Poisson’s ratios of shales. Geophysical Prospecting,

61(2), 416–426.

Scott Jr, T., Zeng Z. W., & Roegiers J. C. (2000). Acoustic

emission imaging of induced asymmetrical hydraulic fractures.

Paper presented at 4th North American rock mechanics sympo-

sium, American Rock Mechanics Association.

Sun, C. T., & Jin, Z. H. (2012). Fracture mechanics. Boston:

Academic Press. https://doi.org/10.1016/B978-0-12-385001-0.

00012-2.

Tandaiya, P., Ramamurty, U., Ravichandran, G., & Narasimhan, R.

(2008). Effect of Poisson’s ratio on crack tip fields and fracture

behavior of metallic glasses. Acta Materialia, 56(20),

6077–6086.

Urbancic, T., Shumila V., Rutledge J., & Zinno R. (1999). Deter-

mining hydraulic fracture behavior using microseismicity. Paper

presented at Vail Rocks 1999, The 37th US Symposium on Rock

Mechanics (USRMS), American Rock Mechanics Association.

Valko, P., & Economides, M. (1995). Hydraulic fracture

mechanics (Vol. 28). New York: Wiley.
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Måløy, K. J. (2012). Family-Vicsek scaling of detachment fronts

in granular Rayleigh-Taylor instabilities during sedimentating

granular/fluid flows. The European Physical Journal Special

Topics, 204(1), 27–40.

von Terzaghi, K. (1925). Principles of soil mechanics. Engineering

News-Record, 95, 19–32.

Warpinski, N. R., Steinfort T. D., Branagan P. T., & Wilmer R. H.

(1999). Apparatus and method for monitoring underground

fracturing, U.S. Patent No. 5,934,373. Washington, DC: U.S.

Patent and Trademark Office.

Zeev, S. B., Goren, L., Parez, S., Toussaint, R., Clement, C., &

Aharonov, E. (2017). The combined effect of buoyancy and

excess pore pressure in facilitating soil liquefaction. In

Poromechanics VI (pp. 107–116).

Zoback, M. D., & Harjes, H. P. (1997). Injection-induced earth-

quakes and crustal stress at 9 km depth at the KTB deep drilling

site. Germany, Journal of Geophysical Research: Solid Earth,

102(B8), 18477–18491.

(Received February 6, 2019, revised November 7, 2019, accepted November 21, 2019, Published online November 28, 2019)

Vol. 177, (2020) Simulating Hydraulic Fracturing: Failure in Soft Versus Hard Rocks 2789

https://doi.org/10.1016/B978-0-12-385001-0.00012-2
https://doi.org/10.1016/B978-0-12-385001-0.00012-2
https://doi.org/10.1029/2011JB008770
https://doi.org/10.1029/2011JB008770


www.manaraa.com

Reproduced with permission of copyright owner. Further reproduction
prohibited without permission.


	Simulating Hydraulic Fracturing: Failure in Soft Versus Hard Rocks
	Abstract
	Introduction
	Methodology
	Results
	Parameters of Interest
	Hydrofracture Evolution in Single Events
	Aseismic Component
	Variation of Parameters

	Discussion
	Conclusions
	Acknowledgements
	References




